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Abstract

The paper proposes a system architecture for charging infrastructure that serves the requirements of future
fleets of shared-use electric vehicles in urban scenarios. The focus of the development is on the interfaces
to central stakeholders such as mobility service providers, distribution network operators and utilities. The
main concept of the proposed system is the adherence to a stringent resource-oriented design approach,
following the design principles of the Representational State Transfer (REST) architectural software style
for distributed systems. This design approach is used from the cloud-based services down to the
implementation of the charging infrastructure’s control algorithms. Focusing on the resources of the
various entities simplifies the implementation of their interactions, compared to the explicit declaration of
services that are available. The system design ensures that the charging infrastructure is open to all users
and generates a benefit beyond basic charging operations. Integration in emerging smart markets is done
via open web-based interfaces. These allow for the generation of an added value of concrete services for
shared-use electric mobility. A link to the field of grid operation is proposed using the ISO/IEC 61850
telecontrol standard. The smart meter capabilities of the charging stations can be used to gain additional
information on the current state of the distribution grid. As an exemplary service a load management

service for a fleet of shared-use electric vehicles is going to be implemented.

Keywords: communication, control system, fleet, load management, smart grid

benefits such as virtually no local exhaust and
1 Introduction noise emissions by far outweigh their currently
limited available range. Hence, many cities such as
Amsterdam introduce strong incentive programs to
support the introduction of EVs [2]. However, EVs
are expensive due to high battery costs and limited
in their usability compared to conventional
vehicles. Because of that, private ownership is not
going to generate a mass market in the foreseeable

The widespread introduction of electric vehicles
(EVs) is a major goal amongst policy makers
because of their potential to significantly reduce
the CO,-emissions of the transportation sector
and thus the reliance on fossil fuels for
transportation [1]. Especially interesting fields of
application for EVs are urban areas, where
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future. Instead fleet operators such as car2go or
businesses electrifying their fleet for urban
operation are to be considered the most
interesting first movers [3]. The system presented
in this paper therefore focuses on shared-use
electric mobility, while still being open to be
used by privately owned EVs.

The future fleet of EVs in urban areas is expected
to be made up of very heterogeneous parts,
ranging from privately owned EVs to large fleets
of mobility service providers. The aggregated
energy and power demand of those future fleets
does have the potential to affect grid operation,
especially  when  charging takes place
simultaneously [4]. This can either happen
chronologically, when many charging processes
take place during peak load times, or spatially
when certain areas of the distribution grid face an
unusual high concentration of EVs. On a smaller
scale future grid-connected micro-grids, which
have to integrate numerous EVs into the local
control algorithms, or parking areas with a high
concentration of charging spots create the need
for an intelligent grid integration of EVs. All
these examples will be implemented by different
stakeholders with the goal to resolve the local
restrictions. Yet they need to be open to all
vehicles in order to not exclude users from
certain charging spots and thus endanger the
acceptance of EVs.

The central component of any intelligent grid
integration is the charging infrastructure.
However, a solid business case for the
implementation and operation of a widespread
charging infrastructure is hardly available, since
key requirements such as being accessible to all
utilities and users alike tend to create costs that
are not in relation to the achievable benefits.
Each charging operation only generates a small
transaction volume [5] and possible additional
benefits, e.g. for grid operation, are not
standardized and agreed upon today. Hence, the
amortization of the investment costs of a
widespread installation especially of public
charging stations is going to be difficult [6].
Thus, an evolutionary development of the system
is expected, with local charging solutions or
clusters slowly growing into a city-wide charging
infrastructure, which is capable of utilizing all of
the potential benefits of electric mobility.

In this paper we introduce a charging
infrastructure and its connection to a higher-level
communication system that allows for the

operation of a fleet of shared-use EVSs. In section 2
we introduce the concept of the system and the
interconnections between the various entities.
Furthermore, we discuss potential benefits for the
various involved stakeholders. In section 3 we
provide an overview of the system design followed
by the implementation and conclusion in section 4
and 5, respectively.

2 Concept

The need to manage and even control charging
processes that take place at various charging
stations spread out over a large urban area requires
the implementation of a large-scale
communication infrastructure. Not only billing of
charging processes requires communication but
also approaches to coordinated control strategies,
which eliminate the effects of simultaneous actions
of various independent EVs. Our system builds on
an architecture of open data platforms that operate
in a cloud service environment, as presented in [7].
This data cloud is the key component for handling
electric mobility data, the fundament that all
emerging services and business models around
shared-use electric mobility are based on. The
charging infrastructure is connected to and
interacts with the data cloud in order to open up
the potential of EVs to the involved stakeholders.
The potential benefit of the proposed system to
these stakeholders is discussed below.

We consider six main stakeholders to be involved
in a smart charging infrastructure for shared-use:

e EV manufacturer
Carmakers that entered the market for EVs,
likely with models being specially suited to the
needs of shared-use fleets. The integration of
smart-charge functionalities into their models
may give them an advantage over their
competitors.

¢ Charging Infrastructure Operator (C10)
The CIO maintains one or more charging
stations (CS) in order to sell the service of
charging. He can be seen as the technical
operator and administrator of a network of
charging stations, and takes care of the hard-
and software of the systems in the field. There
may be various CIOs active in future urban
areas.

o EV Fleet Operator (FO)
The Fleet Operator is responsible for a fleet of
electric vehicles. His interest is to provide
mobility to vehicle users.

e Distribution Network Operator (DNO)

EVS27 International Battery, Hybrid and Fuel Cell Electric Vehicle Symposium 2



The DNO supplies electricity to the charging
infrastructure. His responsibility is the
electrical operation of the system and grid
stability. Another interest of the DNO is the
provision of value-added services by the
demand side, such as peak load shifting or
shedding inside his distribution network.

o Utility
Utilities may use the system to market and
trade energy.

e Third Party Service-Provider
The cloud infrastructure opens up the
possibility for third-party service providers
to enter the market of shared-use electric
mobility with new products based on the
aggregated mobility data which is available
in the cloud.

The potential benefit of our system for each
stakeholder is regarded in the following
subsections.

2.1 EV manufacturer

Modern vehicles do possess an ever rising
number of interfaces and services for comfort
and multimedia purposes, whereas intelligent
charging solutions are not due to enter the market
within the next years. However, new mobility
concepts force the stakeholders of the automotive
industry to expand the cooperation with fleet
operators, grid operators and utilities [8]. The
most advanced activity that stems from such
cooperation is the standardization process of the
vehicle to grid communication interface under
the 1SO technical committee 22 as drafted in the
ISO/IEC DIS 15118, which defines the protocol
and data representation for the communication
between the charging infrastructure and the
vehicle. The system proposed in this paper builds
on this standard for a direct control of conductive
charging processes. Apart from standardization
activities there are currently mainly bilateral
agreements between OEMs and utilities to work
on the development of charging infrastructures
[9]. So far these solutions focus on providing a
reliable infrastructure and local energy
management algorithms. The EVs themselves
hereby only implement basic charging
scheduling algorithms, since currently there
exists no business case for an intelligent
integration of EVs into the grid. However the
inclusion of Dbuild-in intelligent  control
algorithms of future EVs into the system
proposed in this paper is feasible and desired,
depending on the use case to be realized.

2.2 Charging Infrastructure Operator

The charging infrastructure itself shall be open to
any user and utility, since proprietary solutions in
that field negatively affect the acceptance,
evolution of services and widespread introduction
of the system. As a result charging stations have to
be as simple and easily configurable as possible
while still providing a benefit beyond basic
charging operations. The heterogeneous nature of
the emerging market with various fleet operators,
users and utilities all operating on a common
charging infrastructure, which in turn consists of
many sub-systems run by various CIOs, makes the
implementation of any control algorithms in the
charging stations themselves not feasible. The
effort needed to run such a system is out of
proportion to the achievable gains. Ideally the
management routines are incorporated into either
existing control entities, such as grid control
centers, or into newly created cloud-based services
that any stakeholder, e.g. a fleet operator, can
easily commission to any third-party service
provider. The charging station itself should only
interact with one fixed backend unit. This backend
unit shall provide the charging station with a
charging schedule, which includes the reference
input to be used to charge the connected EV. This
central backend unit is run by the charging
infrastructure operator himself, since this opens up
the possibility to realize various use cases via an
interaction of cloud services without having to
reconfigure the charging stations all the time. This
way a ClO is able to pool many charging stations
and control their aggregated load in order to
provide services like control energy. Furthermore
he could forward requests for charging schedules
to other management services, e.g. fleet energy
management services implemented by fleet
operators with big fleets.

2.3 Fleet operator

Fleet operators will benefit from a network of
cloud-connected charging infrastructure not only
to ensure that the mobility needs of their users are
met. With an increasing size of their fleet and thus
the aggregated energy demand, they can easily
implement own charging control strategies that
rely on the interconnectivity which is provided by
the data cloud. These control strategies could then
create charging schedules that depend on the
availability of energy from renewable energy
systems (RES).
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2.4 Distribution Network Operator

The distribution network operators (DNOs), who
are responsible for safe and reliable grid
operation, face the challenge to meet the
demands of future fleets of EVs for charging
power and energy. Although the German grid
operators anticipate only very little need for an
expansion in grid capacity for the inclusion of
electric mobility prior to 2020, a transformation
to smart grids can accelerate the introduction of
market-based control mechanisms for EVs [10].
Such market-based control mechanisms are
envisaged to handle all the issues surrounding the
generation, conversion and sale of energy. Here,
the grid itself is considered to take a serving role
for the market and the grid operators are not
allowed to actively take part in the ensuing
market operations. In contrary, all the issues
surrounding grid capacity and the provision of
usable “line width” in the distribution grid are the
core business of the DNO [10]. Given the
significant load that future EVs with a charging
power of up to 22 kW constitute, it is advisable
to provide the DNO with a control interface to
the charging infrastructure. That way he is
enabled to assert direct control over charging
processes in case of critical states in grid
operation. This is especially important during
early stages of the introduction of charging
infrastructure, when temporary or regional
supply shortages due to the additional load of
EVs are not likely to be handled by smart market
mechanisms.

Furthermore, any implementation of control
strategies for the whole or parts of the
distribution grid depends on reliable information
on the current state of the grid. Charging stations
can support the implementation of distribution
grid supervision by providing measured data,
which reduces the number of metering units to be
installed in order to gather power grid state
information.

2.5 Further stakeholders

An architecture of cloud-services based on open
data as proposed in [7] would bring together
additional  stakeholders such as utilites,
customers of mobility service providers and
third-party service providers from various fields.
This approach makes it easy for stakeholders like
fleet operators to commission the operation of
the necessary IT infrastructure or even the
management algorithms to said third-party
service providers, given that the charging

infrastructure and the connected vehicles are able
to interact with the system. As a result new
business opportunities may arise from the
introduction of such a system.

3 System Design

The charging infrastructure’s main components are
1) an embedded computer system responsible for
communication, application and local control
operations and 2) a related periphery controller
board for local hardware control. Both are
described in section 3.1. Section 3.2 gives a
detailed describtion of the implementation of the
charging station’s connection to the data cloud.
Finally, section 3.3 outlines how a cloud-based
energy or load management can be implemented
for fleets of EVs.

Fig. 1 shows an overview of the proposed system
and the communication interfaces between the
various entities. Since the focus of this paper is on
the charging infrastructure and its related higher-
level control entities, the 1T-aspects of the cloud
concept and its implementation are not covered in
detail. The main concept of the proposed system is
the adherence to a stringent resource-oriented
design approach, following the design principles of
the Representational State Transfer (REST)
architectural software style for distributed systems.
This design approach is used from the cloud-based
services down to the implementation of the
charging infrastructure’s control algorithms. Every
interaction between entities is organized as a
request from a client that is processed and
answered by a server. Focusing on the resources of
the server simplifies the implementation of these
interactions, compared to the explicit declaration
of services that are available to a client.

The overview in Fig.1 puts the charging
infrastructure operator in the center, since his IT
infrastructure plays a pivotal role for the handling
of each charging process. Because of the client-
server-architecture of the system, the charging
station needs a service that can be queried for
reference input for a given charging process. This
service is best assigned to the charging
infrastructure operator. Based on the use case or
business model to be realized, the CIO can create a
suitable charging schedule, using optional further
information from other stakeholders, or forward
the whole request to a management service from
another  stakeholder.  Approaches to the
implementation of such control webservices are
discussed in section 3.3.
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Figure 1: Overview of the system

The proposed system requires only the charging
infrastructure operator to maintain direct access
to the charging stations in the field. This direct
access, which is expected to be required for
service and maintenance anyway, can be used to
implement further services on the CIO server.
Possible services may be the implementation of
telecontrol servers for the DNO, as described in
section 3.2.4.

3.1 Design of the charging stations and
communication interfaces

The charging station design follows a modular
design approach both for the hard- and software
components [11]. The use of basic system
components that implement generalized tasks,
such as metering or the handling of standardized
interfaces and routines, significantly shortens the
time needed to create a running system. This
translates to a faster time to market. The resulting

drawback of the charging stations not being highly
integrated or optimized with regard to installation
size or energy consumption is of minor relevance
for their use as a research platform. The systems to
be used in future real-world applications will
improve on that and implement further findings
from current research projects.

The key component of the charging station is an
embedded Linux device with a lightweight
modular software framework named OpenMUC?,
which has been developed at Fraunhofer ISE for
monitoring and control applications. The
framework is run in JAVA/OSGi and requires the
GNU classpath. It is designed to automatically
handle the acquisition of data for a set of pre-
defined metering or data channels. The lower part
of Fig. 2 gives an overview of the internal structure

! http://www.openmuc.org/
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of the OpenMUC system. The Data Manager not
only handles the acquisition of data from the
field via the registered drivers, it also provides a
service for user access control. In the proposed
client-server-system this user access service is
the gateway for incoming requests, either from
the local application or from external entities.
This way the whole periphery of the central
device is made available to both, local flow
control algorithms as well as remote higher-level
control entities. The remote access is described in
paragraph 3.2 in further detail.

The handling of conductive charging processes
according to the relevant standard (IEC 61851-1
mode 3) requires the constant monitoring of
security and status information and the provision
of a pulse-widh modulated signal to the EV. This
task is taken care of by a microcontroller-board
called M3B, which has also been developed at
Fraunhofer ISE [11]. It acts as a periphery
controller to the OpenMUC-system, providing
power-switching capabilities via on-board relais
that switch external contactors and an additional
Controller Area Network (CAN) interface. The
latter is used to communicate directly with the
vehicle during inductive charging, as described
in paragraph 4.

3.2 Connection of the
stations to the data cloud

The communications backend of the charging
station, which enables the fleet optimization and
system control, is realized with cloud technology.
In the following we introduce the system
architecture and components which realize the
complete communication path, from the cloud
server system down to the local fieldbus and
hardware 1/0.

charging

Fig. 2 illustrates the OpenMUC system and local
cloud-communication modules in the charging
station. There are two implementations of REST
web services: 1) the REST-client for backend
communication with the server in the cloud and
2) an integrated REST-server for remote
connections from the charging station operator.
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Figure 2: Overview of the OpenMUC system and
higher-level entities

3.2.1 REST-client to the cloud

The client communication to the various cloud
services is used to provide the main functionality
of controlled charging. The charging station is
client-only in this implementation. As described,
the charging station requests the reference input at
the CIO’s server. In this initial request the
charging station provides the CIO server with the
user’s credentials and identification and charging
parameters provided by the EV. The CIQO’s service
for charging infrastructure management can now
interact with any related management services of
this user. The CIO server answeres the request
with a charging schedule that consists of a P(t)-
curve, which subsequently is communicated to the
EV.

3.2.2 REST-server for remote connections

Secondly there is a REST-servlet registered in the
local HTTP server for incoming connections from
remote applications. This REST-server is only
reachable from the secured Virtual Private
Network (VPN) between the CIO server and his
distributed  charging  stations.  On  this
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communication path the charging station
operator/administrator can monitor and control
the system behavior. According to the REST-
based system design, HTTP-PUT and HTTP-
GET operations are available, which both can be
applied to the measurement data channels that
are defined on the charging station. The channels
are accessible using directory-like URIs. The
incoming operations are coupled to synchronous
blocking function calls that cause actions on the
local attached components, e.g. when writing to a
channel attached to the M3B periphery
controller, and fieldbus devices.

3.2.3 Data representation and control
abstraction layer

For representation of the exchanged data Java
Script Object Notation (JSON) is used. Its design
reduces the overhead in comparison to e.g. XML
and still remains human-readable.

HTTP-Get Relais1 State URL.:
http://cs1:8888/rest/channel/M3B_Relaisl
[{

“label” : “M3B_Relaisl”,

“timestamp” : 1374666142000,

“flag” : “VALID”,

“value” : 1.0

1]

Table 1: HTTP-GET data representation for retrieving
the state of the Relaisl on the attached M3B

Hardware 1/Os, system actions and configurable
parameters are represented as channels as shown
in Table 1. Every channel has a unique identifier
label that is mapped to the application in a
configuration file. Channels support read() and
write() operations and are exhibited to A) the
REST-server which maps HTTP-GET and
HTTP-PUT to the internal APl and B) the
internal API. This internal API, which is referred
to as Data Manager, is the main interface used by
the charging station application. Fig. 2 illustrates
the OpenMUC control abstraction layers. Inside
the Data Manager a protocol multiplexer called
Driver Manager redirects read() and write()
operations to the corresponding software module,
which implements the protocol to access the
hardware or fieldbus. This is transparent to the
charging station application.

3.24 |EC61850-Server for remote control
access

The security-critical task of safe grid operation
may require a separate communication channel

from the respective DNO’s grid operation entity to
the charging stations within his area of
responsibility. For this communication the
established telecontrol standard from the area of
the transmission networks ISO/IEC 61850 with its
draft IEC TR 61850-90-8, which defines object
models for electric mobility, may be used.
Although this draft is not yet regarded as being
suitable for a market-based control of EVs [13], it
may provide a straightforward way to integrate
charging stations into grid operation. Currently the
ISO/IEC 61850 standard is used for monitoring
and control of RES like wind turbines, using the
data models specified in the IEC 61400-25. These
existing monitoring systems could be built upon to
also integrate EV charging processes. Given the
system structure described with charging stations
being clients only, the interface for the DNO
would be the CIO server. Here, an IEC 61850
server could be implemented which maps
incoming requests to REST-requests to the
charging stations in the field.

This system offers the potential for the distribution
grid operator not just to assert control over
charging processes in case of an emergency in grid
operation, but also to gather further information on
the operational state of the grid. This additional
information can potentially boost the possible
functionality of control algorithms which are
implemented on the DNO side.

3.3 Cloud-based load and/or energy
management

As described in 3.2.1, the charging stations are
clients that request a reference input from a cloud
service in order to control the charging process.
Fig. 3 shows an overview of possible cloud
services for the scenario of urban shared-use
electric mobility. The horizontal classification
divides the services into the layers of data services,
services for reservation and availability and value-
added services. The vertical classification proposes
assignments of services to stakeholders, which are
most likely to implement and offer the respective
service. This simplified overview is meant to show
possible interactions between various services
from different stakeholders in order to implement
an intelligent grid integration of future fleets of
EVs. Cloud-internal mechanisms such as
authorization and data access management are not
depicted. Data services and reservation and
availability services can be seen as portals
providing access to the data in the data cloud.
Their use depends on the business case or use case
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Figure 3: Cloud-based charging management

to be realized. Although mainly provided for
services for the user they can also be included in
the charging management.

The local control algorithm in the charging
station accepts the user’s identification details
and requests a charging schedule for this user at
the CIO server. If any dedicated control service
is to be used for this specific customer, then the
charging station is presented with an URL, which
in turn is provided to the CIO charging
infrastructure management along with the request
for a charging schedule. This schedule consists of
tuple of timestamps and reference power values.
It is the result of an interaction of various cloud
services, depending on the involved stakeholders
and the details of the implementation. As
described in section 2.1, current EVs rarely
implement an intelligent charging strategy based
on the reference values they receive at a charging
station. The aforementioned ISO/IEC DIS 15118
defines a use case, in which the EV is given a
curve of Phax(t)-values and a tariff curve. Based
on this information a charging schedule is
created by the EV and subsequently
communicated to the charging station. If
accepted, the contactor in the CS is closed and
the EV starts the charging process. Given the
basic charging scheduling functionality of
current EVs, a modified Prax(t)-curve is used to

trigger the creation of a schedule that is consistent
to the requirements of the stakeholders.

This way the CIO server acts as the primary
communication link to the control services of the
various stakeholders. The implementation of
specific control routines by any given stakeholder
requires a concept for a business case in order to
return the necessary investments. Electric mobility
constitutes an emerging market with business
models that are still in the making. This is one
reason for creating a flexible environment such as
the proposed cloud-connected charging
infrastructure as the fundament for the evolution of
future business models. In the following possible
control approaches for two stakeholders are
considered: fleet operators and distribution grid
operators.

Intelligent charging solutions providing demand
side management or even vehicle to grid
mechanisms could be implemented by fleet
operators with a large fleet and thus a large energy
demand to be met. Especially the supply of
charging EVs with energy from fluctuating RES is
a task that justifies the implementation of a cloud
service for charging management. Depending on
the business case to be realised, the reference input
can be a financial incentive or a tariff signal
provided by the fleet operator’s utility. This tariff
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would signal the current availability of energy
from RES. Such a control of charging processes
with regard to the energy demand of the EVs
constitutes a smart market mechanism.

The distribution grid operator has to ensure safe
and reliable grid operation. Depending on the
characteristics of a given urban distribution grid
and the number of EVs using it, the need to
implement load management routines may arise
in order to avoid the costly expansion of the grid.
EVs lend themselves to an integration in such
grid capacity control strategies, because their
power demand can easily be adjusted or managed
according to the current state of the grid. As
described in section 2, the management of grid
capacity is not suitable to be handled with smart
market mechanisms. The natural monopoly of
the grid operator hampers the introduction of
solutions based on business competition. On the
other hand, the provision of input for smart
market mechanisms, that signals the current state
of the grid, such as load-variable grid charges, is
considered to be too complex to be efficiently
utilized for grid capacity management [10].
However, the introduction of reduced grid
charges for loads that can be controlled within a
central capacity management, such as EVs and
heat pumps, may provide the possibility of
refunding grid-friendly charging behaviour.
Access to the charging infrastructure can be
implemented in various ways. Section 3.2.4
describes an approach that is shown in Fig. 1,
where the CIO provides a communication server
that implements an established telecontrol
protocol, e.g. IEC 61850. The DNO can now use
this server to provide the charging schedule
creation entity of the CIO with input for the grid
situation or even concrete reference input. Fig. 3
shows an alternate approach using a dedicated
cloud service, implemented by the DNO. With
the knowledge of the charging stations’ position
in the grid, the DNO may register this service at
the respective CIOs’ management services, so
that requests from certain charging stations are
answered with a schedule that has been created
together with the DNO.

In both scenarios, a cloud-based optimization
algorithm would take the input variables from a
list of pending and ongoing charging processes,
such as energy demand, maximum charging
power and planned time of departure, and try to
meet the EV’s energy demand within predefined
limitations. The limitations result from the

maximum possible charging power of the various
charging stations and from the use case to be
implemented. A fleet operator might try to control
the aggregated energy demand of his fleet so that it
matches the prognosed generation from RES such
as PV and wind. The DNO on the other hand
would try to minimize the aggregated charging
power or try to shift charging processes out of
times with peak demand. The data cloud would
always act as the main enabler for such control
approaches, since it provides the interconnectivity
needed in order to communicate the reference
input to the stations in the field.

4 Implementation

The main components of the proposed system —
the charging infrastructure and cloud-based
charging management — are implemented in the
context of the research project “Shared Use of E-
Mobility: Vehicles, Data and Infrastructure”. The
project focuses on the energetic and IT interfaces
between users, vehicles and infrastructures of
future urban mobility concepts revolving around
shared-usage of mobility resources. A central part
of the project is the implementation of a
demonstrator system, in order to gain hands-on
experiences with the various technological tasks,
such as disposition and navigation cloud services,
vehicle positioning systems and an inductive
charging infrastructure. The latter is developed in
order to address the topic of a seamless integration
of charging infrastructure into urban areas. The
charging station demonstrator features an
OpenMUC-based application that directly controls
the 22 kW inductive charging system and that is
connected to the higher-level control structures as
presented in this paper. The first prototype of the
demonstrator system is due in December 2013.

5 Conclusion

The paper proposes a reference design for a
charging infrastructure for future urban mobility
concepts based on communication interfaces and
information technology that allows various
stakeholders to participate in the emerging market
of shared-use electric mobility. The main enabler
for this market to develop is the data that is
acquired, shared and processed via the various
services of the mobility data cloud. Improving the
access to such data for various stakeholders
enables the development of services that provide
mobility, the disposition of resources such as EVs

2 http:/iwww.gemo.fraunhofer.de/
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and charging stations and higher-level control
algorithms for an optimized operation of the
system.

The consequent adherence to a resource-oriented
system design according to the REST design
principles results in a system with charging
stations being both, clients to cloud-based
webservices on the one hand and servers for
direct operational access on the other hand. This
system is way more flexible to the field of
application. Direct charging station control
requires a bidirectional communication system
for a fast and responsive system. Centralized
client-server cloud-architectures are limited due
to the request-response communication manner.
The bidirectional cloud communication with
REST-client and REST-server offers control
interfaces to parties with different interests from
car sharing, fleet-management and future power-
grid services such as voltage control and virtual
power plants.
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