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Abstract

Electric vehicles become more and more important in our society. Using them in a fleet to minimize
energy cost is therefore a compelling opportunity for taxi companies. It is, however, crucial to develop
efficient models that estimate energy consumption to travel from one point to another. Consumption
can be estimated using a physical model, but such a model is too theoretical and fails to fit real world
data, especially in taxi driving conditions. Therefore, we propose to learn from historical data in order
to correct/improve the physical model. The same techniques can be used to estimate consumption for a
new vehicle model, which can be useful for a company who wants to add a new type of car for which
they know nothing except its physical parameters.

energy consumption, fleet, EV, efficiency

1 Introduction

TEO Taxi (Montreal, Canada) is a company that runs a fleet of 100 % electric taxis (approximately 170
cars). This leads to cost reduction and a reduction of greenhouse gas emissions [1]. However, electric
vehicles used by the company, which are Nissan LEAF, Kia Soul EV, Tesla Model S and Tesla Model
X, do not offer as much autonomy as conventional internal combustion engine cars. Since official spec-
ifications lacks precision [2], the need for an accurate energy consumption prediction model is a real
preoccupation for the company. This is mandatory to allow optimized usage of each owned vehicle as
well as for future acquisitions. TEO Taxi also wants to be able to use the developed model to allow them
to predict the consumption for “new/unknown” vehicle models with a better efficiency early on.

Such models do exist [3][4], but they are not adapted to manage electric taxis. They both rely on a
physical model, but do not take into account the specific taxi driving constraints such as frequent stops,
doors being opened and closed frequently and intense urban driving. Another very important factor is
the temperature in which the fleet evolves that can go from -30°C to 30 °C depending on the time of
the year. Autonomy of any electric vehicle decline in cold temperature [5] and 1t can be even worse in
the context of taxi driving where doors frequently open, thus leading to heat loss and increase in energy
consumption to maintain a decent temperature in the cabin.

Inspired by [3], our main goal is to adapt a common physical model to take into consideration the various
external factors that affect electric vehicle consumption. Two objectives were considered : (1) enhance
the accuracy of the physical model using historical data from a known vehicle model in order to adjust
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it using linear regression, and (2) allow a better prediction for the physical model for a new/unknown
vehicle model added to the fleet.

2 Dataset

The dataset was generated using historical data from all TEO Taxi vehicle models. It contains informa-
tion such as distance driven, speed, elevation, temperature, trip duration and more. For Nissan LEAF,
Kia Soul EV, Tesla Model S and Tesla Model X we respectively had access to 26269, 131866, 22082
and 13130 rides. Each ride was divided into steps of approximately 2-8 seconds containing information
about the distance driven during the step, the elevation delta, the speed and the acceleration. Data derives
mainly from a GPS signal and a data logger made by Fleet Carma company.

There is no interest in predicting the consumption for really small rides and potential errors of precision
from the sensors could deceive the results hence we decided to remove it from the dataset. Ride with an
average speed over 100 km/h are not normal in a taxi driving context and are also excluded. Since the
data came from Montreal and the highest mountain is 233 meter tall, it is likely that a ride that greatly
exceeds this have an error and should be excluded. A taxi ride rarely exceeds one hour meaning all ride
too short or too long can also be excluded. Finally, a known error with the logs occurs when the vehicle
passes through a tunnel, causing it to cross it in 2-3 seconds, causing the speed to be really quick (around
900 to 2000 km/h depending on the cases). We also considered that a driver in normal taxi driving cir-
cumstances would never go faster than 130 km/h, thus making any ride containing this an error probably
due to the sensors. Therefore the following filters were applied :

» Keep all rides with distance driven greater or equal than 1 km (removed 15264 rides)
» Keep all rides with average speed lesser than 100 km/h (removed 53 rides)
» Keep all rides with gained and lost altitude smaller than 500 meters (removed 8 rides)

» Keep all rides with duration between 5 and 3600 seconds (removed 165 rides)

* Remove rides where the speed for a step is greater than 130 km/h (removed 12 942 rides)

Inspecting carefully the speed of consecutive steps of a given ride, we realized there were some incon-
sistencies. It was later established that the timestamps of the GPS points were not evenly spread in time
as they should be. The timestamps were therefore corrected and a moving average was applied to correct
what was identified as unexplained abnormalities.

EVS32



3 Physical Model

3.1 Basic Physical Model
We started with the physical model from [3] :

E= ﬁ(mg(fcos@—i—sin@)—i— %(pC’xA(%)Z)—i-mayd (1)
E = Energy required to travel distance d (kWh)
m = Mass of vehicle (kg)

g = Gravitational acceleration (m/s2)
f = Rolling resistance of vehicle (-)
® = Road angle in radians (kg/m?)

p = Air density (-)

C, = Drag coefficient of vehicle (-)

A = Frontal area of vehicle (m?)

v = Speed of vehicle (km/h)

a = Acceleration of vehicle (m/s2)

d = Distance driven (km)

The first two terms can be seen as the energy required for ascension (f cos #) and potential recovery in
descent (sin(#)). The third one (prA(?:f—b,)Q) is the aerodynamics loss and the last one (ma) is the loss
or regeneration due to acceleration.

3.2 Extending The Physical Model - Additional Terms

Some external factors are not taken into account by this basic model. Therefore, we added another term
(T) to take into account air conditioning energy as a function of the outside temperature (in Celsius).
The function is represented in Figure 1. It has been derived from historical data captured using Fleet
Carma data logger. The function is divided into five segments and each choke-point coordinates has
been determined by fitting the data using a solver to perform a least squared minimization. The logic
behind this function is the following: the colder it is, the more energy will be needed to heat the cabin,
but there is a point at which the heating component reaches its maximal energy consumption. When tem-
perature rises, there is a point at which we used air conditioning, which takes less energy than heating [6].

Energy (kW) according to temperature (°C)
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Figure 1: Air conditioning energy according to outside temperature
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Similarly, we also extended the physical model by adding a term A.(kWh) for accessories consumption.
Again, the value was approximated using the Fleet Carma data logger.

Ae=0.2-5/3600 )

s = Time elapsed (seconds)

The physical model after extending it with our terms is now the following :

1 . 1 vV |9
= 3600(mg(fc059+sm9) + 2(pC’xA(3‘6) )+ ma)-d+ T+ A, 3)

3.3 Fitting The Physical Model

In order to correct/improve the physical model, a “weight” parameter was added to each term of the
physical model. Using the historical database containing thousands of taxi rides, we were able to deter-
mine the best values for those weight parameters using linear regression. This way, we can correct the
physical model to take into consideration external factors that were not initially considered by the model
(that is, taxi specific conditions) and allowed the trained models to get a better prediction for future rides.
Moreover, some factors, such as battery capacity [7] and rolling resistance [8], are not constant and vary
with external elements such as temperature, but these variations can, in part, be corrected while train-
ing/adjusting the models.

4 Experiments

In this section, we compare the different models: Basic physical model, Extended physical model and
Extended physical model fitted using a linear regression.

The models for each car were trained separately, allowing the learning models to fit at best with each type
of car. For each vehicle model, a subset of the database (80 % of the taxi rides) was randomly chosen in

order to define training set. The resulting trained model was tested using the 20% remaining taxi rides.
We repeated this process 10 times for each model to create a 95 % confidence interval.

4.1 Results

Tables 1 to 3 show the results for the Basic physical model, the Extended physical model and the Fitted
physical model using linear regression. We compared the result using the Mean Absolute Error (MAE):

Table 1: MAE (kWh) for the Basic physical model

Vehicle Model 0-5km 5-10km 10-15km 15-20km 20-25km Average !
Kia Soul 0.33 £0.0052 | 0.55+0.020 | 0.84 +0.18 | 1.019 +£0.70 0.68 + 0.081
Nissan LEAF 0.59 £0.016 | 0.88+£0.066 | 1.22+0.47 0.90 4+ 0.037
Tesla Model S 0.51 £0.015 | 0.70£0.048 | 0.73£0.056 | 1.014 +0.12 | 1.484+1.23 | 0.89+£0.11
Tesla Model X 0.55+0.030 | 0.73£0.071 | 0.76 & 0.057 | 1.067 = 0.20 | 1.34 £0.72 | 0.89+£0.10
Weighted Average | 0.40 £ 0.22 0.624+0.25 | 0.87£0.35 | 1.024 £0.55 | 1.41 +0.95

'There was a different number of rides for each distance cluster thus we had to use poststratification [9] to calculate the

confidence interval
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Table 2: MAE (kWh) for the Extended physical model

Vehicle Model 0-5km 5-10km 10-15km 15-20km 20-25km Average'
Kia Soul 0.22+0.0043 | 0.50 £0.019 | 0.81 +0.15 0.99 + 0.65 0.63 £+ 0.076
Nissan LEAF 0.45+0.013 | 0.724+0.065 | 0.91 +0.32 0.69 + 0.025
Tesla Model S 0.42+0.018 | 0.63+0.048 | 0.77+0.063 | 1.18+0.13 | 1.50£1.09 | 0.90£0.10
Tesla Model X 0.43+0.024 | 0.64+0.061 | 0.78 £0.049 | 1.18+0.19 | 1.154+0.57 | 0.83 +0.080
Weighted Average | 0.29 +0.20 0.56 £0.17 | 0.824+0.17 | 1.038£0.54 | 1.33 +£0.89
Table 3: MAE (kWh) for the Fitted extended physical model using linear regression
Vehicle Model 0-5km 5-10km 10-15km 15-20km 20-25km Average'
Kia Soul 0.17+0.0044 | 0.38£0.019 | 0.58 +0.12 0.62 + 0.39 0.44 £+ 0.045
Nissan LEAF 0.25+0.014 | 0.41 £0.042 | 0.51 £0.27 0.39 £+ 0.021
Tesla Model S 0.28+0.014 | 0.4240.033 | 0.48£0.039 | 0.58 +0.059 | 0.75+0.62 | 0.50 4 0.057
Tesla Model X 0.30 + 0.02 0.46 +0.043 | 0.56 £0.041 | 0.66 +£0.16 | 1.004 +0.45 | 0.60 +0.063
Weighted Average | 0.21 £0.094 | 0.39 £0.056 | 0.56 £ 0.15 0.62 +0.31 0.87 +0.52

Figure 2 summarizes the results.

extended physical model is significantly better for each vehicle mo
regression, a reduction of the error by 36 % in comparison to the Extended physical model.
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Figure 2: Average of MAE for each training model based on vehicle model

4.2 Predicting consumption for a new vehicle

Predicting the consumption for a new/unknown vehicle is crucial for companies that manage a fleet of
electric vehicles. Physical models are interesting because they can easily adapt to new vehicle particular-
ities. We could use a similar technique as previously, but we lack historical data to learn from. Therefore,
we propose that, for each vehicle model, we evaluate if training using data from other known vehicles
allows improvement of the Extended physical model for the new/unknown vehicle.

We used linear regression to learn from all vehicle except the one we consider as the new/unknown ve-
hicle. As an example, for the Nissan LEAF, our training set contained all data from the Kia Soul, Tesla
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Model S and Tesla Model X, and then we tested the resulting model on all Nissan LEAF rides. However,
as we did not had access to data for driven distance larger than 25 km for the Nissan LEAF, we excluded
data from the Nissan LEAF when training for other cars. Table 5 presents the results for all vehicles
models.

Table 4: Comparing MAE (kWh) for new/unknown vehicle model (Nissan LEAF excluded from the training phase)

. Basic Extended Fitte(! Extended
Vehicle Model |, = Geal Model | Physical Model Physical Model
(Linear Regression)
Kia Soul 0.68 0.62 0.46
Nissan LEAF 0.85 0.66 0.63
Tesla Model S 091 0.93 0.59
Tesla Model X 0.88 0.83 0.61

Since each test set contains all data about a specific vehicle model, it is normal to have exact values
without confidence intervals. For linear regression we observe on average a reduction of 23 % of the
error in comparison to the Extended physical model.

5 Conclusion

Using historical data to train the Extended physical model with linear regression does improve its effi-
ciency by as much as 44 %, which is huge from the point of view of the company. However, the historical
data used contains a lot of variations due to the fact that it comes from physical sensors that are subjected
to various errors and many uncontrolled parameters (e.g. how each driver drives the car). These varia-
tions suggest that the results are not as precise as they could be. Also, the fact that our dataset did not
contain enough rides in the distance clusters larger than 25 km restricted precision for such distance thus
not evaluating models for higher driven distance. As for future works, we are now working on a non
linear model (relying on neural network) that includes parameters characterizing the different car and
rides (e.g. age of the car, actual driver, road conditions, etc.)
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