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Summary

The Oak Ridge National Laboratory is developing a cloud-based platform for the deployment and evaluation
of mobility- and efficiency-oriented connected and automated vehicles (CAVs) applications that will include
fundamental data management, communications and visualization elements. This system will serve as a data
portal, providing indirect communications that are relevant to efficiency applications, and can be used for
both real world CAVs deployments and virtual systems that allow evaluation of new CAVs applications and
algorithms. Predictive vehicle speed control algorithms have been developed and will be integrated with the
real-time queryable transportation database and geospatial platform to achieve optimized energy efficiency
and improved traffic flow in off-freeway driving. This paper describes the technology and summarizes
evaluations being conducted for a corridor in Chattanooga, Tennessee, where the technology is expected to
be initially deployed. To evaluate the fuel savings resulting from the vehicle speed control and the RTMCS
data framework, vehicle powertrain simulations will be completed using results from a calibrated

microscopic traffic model.

Keywords: eco-driving, energy efficiency, mobility system, connected and automated vehicles (CAVs)

1 Introduction

Recent studies have demonstrated very significant energy savings potential from the operation of connected
and automated vehicles (CAVs) [1-6]. The term CAVs is used in the transportation community to include a
broad category of vehicles with advanced information technology functionality [2]. CAVs rely upon
advanced sensors and communications to obtain and share data of the surrounding transportation
environment, which can be acted upon for improved vehicle and system-wide performance. CAVs
technologies offer very significant potential for improved safety, reduced congestion, and improved energy
efficiency, among others benefits. Sharing data corresponding to future times and at distances exceeding what
a driver can observe enables very high levels of optimization: predicted energy/fuel savings for individual
CAVs technologies often exceeds 20% [3-6], and the benefits from combinations of technologies can be even
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greater [2]. Speed control algorithms in CAVs research, however, have often used assumptions that are either
not appropriate for real-time control or consider idealized conditions, and it has been shown that interactions
among vehicles can have a negative impact on CAVs efficiency benefits [7]. With limited penetration of
CAVs technology, it is also unclear how the current transportation system will transition to implement these
technologies effectively in a manner providing maximum benefits.

While analytical studies and controlled experiments have shown the potential benefits of CAVs technologies,
there is growing sentiment that the time has come to move towards larger scale deployments of CAVs
technologies in the real world. The Oak Ridge National Laboratory (ORNL) is developing a software
framework that will allow web-based data queries and feeds between vehicles and to traffic-based
infrastructure that are necessary for many CAVs functions. As an initial demonstration, the system will be
integrated with an application for predictive vehicle speed control (PVSC) that is expected to improve traffic
flow and reduce fuel consumption. This paper describes the CAVs system under development, which is
oriented primarily towards efficiency-based applications, as well as describing the methodology for the
PVSC.

2 CAVs System Development, Demonstration and Deployment Plans

ORNL is developing the Real-Time Mobility Control System (RTMCS), which will serve as a flexible and
scalable foundation on which further efficiency-based CAVs developments can be built. The RTMCS
provides visualization capabilities to show vehicle locations and speeds, traffic signal states and other data
that fully characterize the current traffic conditions. The visualization functions can be used by Traffic
Management Centers to augment their monitoring and control of the traffic network in real time as well as
by researchers to interpret and better understand both real-time and historical data and to visualize simulation
results for CAVs. The system will be flexible, with the capability to add other data structures as additional
CAVs functions requiring different information are implemented within the RTMCS, and it will be scalable
so that larger geographic areas can be managed using the RTMCS as the initial region represented by the
system expands. ORNL’s initial development is aimed at a traffic network within the city of Chattanooga,
which has an extensive roadside communication network and other CAVs infrastructure that facilitate the
deployment of the RTMCS. The project team is developing the software framework for the RTMCS and is
working closely with Chattanooga so that the RTMCS is fully ready for integration with the city’s
transportation and data systems when all necessary partnerships and hardware systems are finalized.

Since the new system is focused on mobility- and efficiency-oriented CAVs applications, not safety, cellular
data communications are preferred over dedicated short-range communications (DSRC) due to the longer
range capabilities of cellular signals [2,4]. Based on this underlying structure, all communications with the
RTMCS take place through a queryable web interface. It is noted that longer communication times are
acceptable for the efficiency applications, with expected time intervals for communications on the order of a
few seconds.

The RTMCS will fundamentally be a geospatially-enabled high-performance database that will serve to meet
the data exchange, data querying, route planning, V2V, and V2I communication requirements. The capability
developed uses the Software-as-a-Service in the cloud model to provide data access features through RESTful
interfaces to meet the mobility simulation needs while retaining the important elements that a real-world
future deployment could build upon. The completed system will have four major components:

e Data exchange mechanisms — the web-based data exchange protocol will function to provide indirect
V2V and V2I communications, accepting ‘pull’ requests as well as delivering ‘push’ notifications.

e Real-time queries — The system will support the capability for a dynamic number of connected
vehicles to request information about their surroundings. A PostGIS database is employed to meet
these requirements.

e  Visualization subsystem — designed to provide high-level, synoptic assessments of the current state
and anticipated future states. Built with OpenLayers over the PostGIS database, and additional
widgets to interact with simulation or real-time data feeds.

e Simulation, data analysis, and other component models can be integrated into the system
architecture. The use of RESTful interfaces over a PostGIS database will create the cloud-enabled
RTMCS sub-system for the simulation sub-system and visualization system to interact with.
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A schematic showing data flows and interactions between the RTMCS and the PVSC application is shown
in Fig. 1.
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Figurel: Primary features of the RTMCS and interactions with the PVSC application

3 Big Data Framework

The following describes the Big Data framework within the RTMCS system. Our Big Data framework
utilizes scalable and high-performance computing (HPC) techniques harnessed by a combination of well-
proven and emerging technologies to deliver a state-of-the-art framework for CAVs applications such as the
RTMCS. We discuss various technologies and our approach in leveraging them for the RTMCS below.

Popularized by cloud providers like Amazon and Google, Microservices has become a new norm for
developing large-scale software frameworks by separating them into small and independent services. Some
of the notable benefits of this approach are (a) Agility: develop new features in alignment with business
activities, (b) Scalability: scale-out/in (horizontal) and scale-up/down (vertical), and (c) Resiliency: fault-
tolerant and easier to identify, isolate, debug, and fix errors making the system less susceptible to catastrophic
full-system failures [8]. Our framework has adopted Microservices as a way of developing various
components needed to power the RTMCS, taking advantage of these benefits.

Containerization technology like Docker facilitates deploying and scaling Microservices on the cloud
infrastructure as per demand needs [9]. We are using Docker to containerize various Microservices for this
purpose. New instances of Microservices can be quickly deployed to meet the increased demand during heavy
computation phases of predictive vehicle speed control algorithms. Then, the new instances can be un-
deployed when computational demand decreases to save resources.

Jupyter Notebook has become very popular with data scientists from exploration to development of machine
learning (ML) or artificial intelligence (AI) tools. Our team uses the Notebook for data exploration and
analysis of the simulation output from Chattanooga. For integration with the rest of the components in our
framework, we have created REST endpoints using Kernel Gateway module. This will allow simultaneous
usage of Notebook as a means of development and scaling in a production environment. We have used the
module to create REST endpoints on top of each logical cell(s). For example, within a single notebook, we
have (a) data ingestion, (b) parsing as per their respective format or ingestion method (database, files, real-
time streams), (c) transformation, and (d) storage of the transformed data. So, an ingestion REST endpoint
has been created for ingestion cell, parser endpoint for parser cell activities, and so on. To achieve
comprehensive ML lifecycle - experimentation, deployment, and reproducibility, we are evaluating
Kubeflow and MLFlow and may incorporate one of the selections depending on its feasibility within our
project [10].

EVS32 International Electric Vehicle Symposium 3



To store the transformed data from the Jupyter notebook after data analysis, we utilize Apache Hadoop, an
open source distributed file system framework for Big Data systems. The Hadoop Distributed File System
(HDFS) is a prominent data management layer for Hadoop with linear scalability and fault-tolerant features.
Hadoop can in-turn use Parquet to read and write data out of the file system. So, what is Parquet? It is a
column storage data format that can be used by any technologies within the Apache Hadoop ecosystem. The
key benefit is it provides a common data format regardless of the big data processing framework or model,
or even various programming languages. For example, we are currently planning to use Apache Kafka, a
stream processing library to serve part of our data pipelines. As we further explore, if the need arises to use
say, Apache Spark, we can re-use the same data without any data transformation or massaging. This provides
two main values: (a) it optimizes the data storage layer for both performance and immediate use by various
technologies, and (b) saves time and cost during the development activity phase.

The architecture and data system for the RTMCS is aimed for an initial deployment in the city of Chattanooga,
Tennessee. It is expected to be able to handle all of the requirements of the traffic system in real time under
peak operating conditions with approximately 100k vehicles, including management of visualization
functions, capabilities for vehicle tracking and communications required for the optimized vehicle speed
control application. The system can be scaled on demand, so larger sized traffic networks can be managed by
increasing computing power and/or more resources. Future CAVs applications of similar complexity can also
be easily implemented in the RTMCS through hardware expansions.

4 Predictive Vehicle Speed Control Algorithm

The PVSC control algorithm aims to minimize braking by coasting, in anticipation of required speed changes
due to traffic signals. The algorithm can also be used to account for other vehicle traffic if speed profile data
is shared among vehicles. By avoiding braking, subsequent accelerations which would be needed to return
to the original speed are eliminated, or if extended coasting is used for decelerations it avoids the dissipative
energy losses associated with braking. This approach implicitly minimizes tractive energy requirements by
avoiding unnecessary accelerations, so it is expected to yield near-minimal fuel use without the need to
perform an explicit optimization of the complete velocity profile, which is computationally challenging.
Smoother traffic flow and avoidance of full stops at traffic signals are also expected, yielding benefits for
reduced congestion.

The optimized speed profile based on the PVSC algorithm is determined iteratively, starting with an expected
speed profile such as following the speed limit along a planned route, and considering normal accelerations
consistent with vehicle powertrain limitations. The speed profile must be integrated in time to determine the
vehicle position vs. time, X(?). The speed profile calculation will normally be performed while considering a
fixed distance or time ahead of the current location (the “evaluation window”), for example considering one
mile further down the road, although if the complete drive cycle is known in advance the algorithm can be
applied to optimize the entire drive cycle, as in [1]. Any known constraints associated with a lead vehicle’s
trajectory or traffic signals along the route are used to modify the initial speed profile so that X(z) cannot
result in an overtake of the lead vehicle or passing through a red light. Signal timing data can be accounted
for in a manner consistent with lead vehicle position constraints by treating the light as a dummy lead vehicle
with zero speed at its location while it is red [11]. In this way, we only need to consider a single position
constraint function, Xc..(¢), which must be updated any time that SPaT data for the timing of upcoming red
lights is updated or additional constraint data becomes available.

If X(t)>Xcon(t) for any time within the evaluation window, then this indicates an overtake condition that must
be avoided, and the speed profile must be modified. A coasting profile is sought to avoid the overtake
condition, as follows. If the forces opposing vehicle motion are characterized in terms of a,b,c coefficients
(as determined from vehicle coastdown testing for vehicle dynamometer testing), the coasting
acceleration/deceleration rate is given by

av . 1
Aeoast =5 = —9 smH(x)—;(a+bV+cV2), (1)

where sin 0(x) = dh/dx is the road grade as a function of position, g is the gravitational constant, m is the
vehicle mass, and V is the instantaneous velocity at time ¢. Solving the time-based equation requires an
iterative solution but Eq. (1) can instead be formulated in terms of position, and the speed can be calculated
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numerically based on an initial or final location and speed without iteration. The result can then be easily
mapped back to the time domain. It should be noted that a coasting solution can be calculated from any
starting location and speed, but each initial state will result in different end points and times. Figure 2 shows
several possible coasting profiles starting at different times/locations for the same initial speed profile. In
Fig. 2(a), the speed vs. time is shown, while in Fig. 2(b), the distance vs. time is shown for the same set of
coasting solutions. The curve shown in green in each graph corresponds to a case where the end point of the
coasting intersects the original speed profile at both the same time and location. Considering the distance
travelled in Fig. 2(b), it is obvious that the later starting time results in overtaking of the initial trajectory,
while the earlier start time/position results in a larger following distance. The case with equal time and
distance is our desired speed profile for the PVSC since the distance at the end of the coasting matches that
from the initial speed trajectory.
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Figure 2: Speed (a) and distance (b) vs. time for several coasting solutions starting at different locations/times for the
drive cycle.

A methodology to determine coasting speed profiles that allow arrival at a downstream location at the same
time as occurred in the original cycle can therefore be automated. This allows us to calculate optimized
coasting solutions to eliminate braking, which yields a highly efficient speed profile. However, depending on
how much advance notice is available to determine the coast profile, it may not be possible to fully avoid
braking. Furthermore, if negative grades (down hill segments) are present, in some situations it may not be
possible to obtain an optimized solution with pure coasting. The PVSC method must therefore request
braking in addition to coasting, depending on traffic conditions and road grade.

For implementation with the RTMCS, each vehicle calculate its own speed trajectory in order to reduce the
computational load on the RTMCS itself. The algorithm employs a numerical determination of coasting speed
potential functions that satisfy the given constraints for distance traveled, and the road grade and vehicle
characteristics are included in this calculation.

S5 Evaluations Using Microscopic Traffic Simulation

To critically and realistically evaluate the proposed PVSC algorithm and its potential impact, a traffic
simulation model of the Shallowford Road corridor in Chattanooga, Tennessee (also including Gunbarrel
Road, Fig. 3) was developed in VISSIM. This is a popular business district in the city, and many of the
intersections are equipped with advanced signal controllers from which SPaT and traffic count data can be
obtained in real time. VISSIM is a microscopic traffic simulation software that allows transportation
engineers and planners to realistically emulate traffic (e.g., vehicles, pedestrians, cyclists, and transit) and
evaluate the performance of the underlying transportation network [12]. The basic network of this study was
developed and calibrated in VISSIM based on historical traffic data, such as volume, speed, and turn
movements (Fig. 4). Traffic signals at all intersections along this corridor were simulated in VISSIM using
Ring Barrier Controllers with vehicle actuated programming according to the real-world SPaT plans.
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Coordination among multiple signal controllers along the Shallowford Road corridor was also implemented
in the VISSIM model.
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Figure 3: Shallowford Road corridor modelled in VISSIM

Figure 4: Traffic network developed and calibrated in VISSIM

CAVs equipped with the proposed PVSC algorithm are defined as a separate type of vehicle in the model,
and the speed of each of these vehicles can be dynamically controlled to minimize braking. In this simulation,
different penetration levels (from 0% to 100%) of CAVs equipped with the PVSC algorithm are simulated
under different traffic conditions (e.g., low, medium, high traffic volumes) to evaluate the impact of the speed
control algorithm on traffic flow. To quantify the fuel savings achieved as a result of the optimized speed
control, high fidelity vehicle powertrain models using the speed data calculated from the VISSIM simulations
will also be run.

A novel approach will be employed to evaluate the real-time performance capabilities of the RTMCS as part
of the development and demonstration phase. By using an application programming interface (API) in
VISSIM, it is possible to exchange data between VISSIM and the RTMCS at each time step of the traffic
simulation. All data inputs required for the PVSC algorithm will be passed from the RTMCS server to the
VISSIM model using the same fundamental web-based communications that would take place during the
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actual deployment of the RTMCS. Similarly, vehicle positions and speeds calculated in the VISSIM model,
in addition to speed profile data calculated by the PVSC algorithm and SPaT data, will be output to a database
as the simulation progresses, and this data can be transferred to the RTMCS to emulate the communications
from actual vehicles and traffic signals that would occur during normal operations in an on-road deployment.
The VISSIM simulation, which runs faster-than-real-time, provides all of the data corresponding to the traffic
network while the RTMCS performs all of its intended functions, including visualization of the virtual traffic
network. In this manner, we will complete a software-in-the-loop evaluation of the RTMCS that exercises all
of its normal functions. A larger-scale evaluation can be performed simply by duplicating the VISSIM data
at each time step as many times as needed so that the RTMCS performs the required data processing at a
level consistent with a full-scale deployment. This methodology allows the project team to perform an initial
assessment of the RTMCS and PVSC system performance before the system is deployed in a real-world
traffic system, which will serve to provide a validation of the real-time capabilities of both system as well as
to evaluate their performance in realistic traffic conditions.
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